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1. Introduction
This attachment to the FAVES SIR provides a general understanding of the current FAA data network infrastructure to include all Government Furnished Equipment (GFE), site connectivity, cabling, Local Area Network (LAN) and Wide Area Network (WAN).  The primary role of the network infrastructure is to provide a high performance, secure and reliable environment for the end user to access network resources either locally or at geographically dispersed locations.  As the FAA moves to a converged voice and data infrastructure, the current wide area, and local area data infrastructures will play a more substantial role for “on-net” voice calls.  
2. Governance
The Government understands the Contractor’s dependency on the availability and reliability of the network infrastructure it will use for voice transport in the enterprise-wide solution.  In an effort to provide the proper network insight required for voice services and monitoring, the Contractor will work closely with infrastructure representatives from various FAA organizations to ensure end to end VoIP services are provided and maintained at agreed upon levels. The various stakeholders and their areas of responsibility as it pertains to VoIP are described below.  

1. Telecommunication Service Group (TSG) – After initial funding by an FAA customer or Line of Business, the TSG provides the contract vehicles and funding for the maintenance and operations for most administrative Private Branch Exchanges (PBXs) across the FAA. Jurisdiction includes processes and systems for administrative voice services and is separate from Air Traffic Organization or mission critical activities.  The FAA’s Federal Telecommunications Infrastructure (FTI) contract is currently responsible for the integration and management of the FAA's many mission-critical telecommunication networks to include the WAN.

2. Air Traffic Organization (ATO) – Primary mission is to move air traffic safely and efficiently throughout the National Air Space (NAS). This organization operates and maintains their own LAN at facilities where ATO employees require network-based resources.
3. Office of the Assistant Administrator for Regions and Center Operations (ARC) - Primary mission is to coordinate across lines of businesses and provide a host of FAA-wide services within the FAA.  This organization operates and maintains their own LAN at facilities where ARC employees require network based resources.
4. Aviation Safety (AVS) - This organization is responsible for the certification, product approval, and continued airworthiness of aircraft, and certification of pilots, mechanics, and others in safety-related positions.  This organization operates and maintains their own network hardware equipment at facilities where AVS employees require network based resources.
Figure 1: FAA Organizational Landscape
3. FAA WAN

The FAA intends to leverage its WAN for all site to site voice and data traffic requirements.  The FAA WAN supports the FAA’s 50,000 end users at 1000 geographically dispersed facilities located throughout the Continental United States (CONUS), Outside the Continental United States (OCONUS) including Puerto Rico, Alaska, Hawaii, American Samoa, and Guam, as well as some international sites.  The WAN manages inter-office routing complexities, traffic patterns, and traffic volume, and is authorized to operate through required certification and accreditation processes.  The following figure, Figure 2: MPLS Overview is a depiction of the FAA MPLS network.
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Figure 2: MPLS Overview
The Government utilizes the services of a third party service provider (SP) for site to site inter-office connectivity. The SP uses an IP backbone to provide Border Gateway Protocol/Multi-Protocol Label Switching (BGP/MPLS) Virtual Private Network (VPN) services.  The network is based on Cisco Carrier Routing Systems equipment and meets Cisco Multiservice Network designation.  BGP is used to distribute VPN routing information and MPLS is used to forward VPN traffic from site to site. The network’s backbone is composed of OC-192 connections and maintains traffic loads not to exceed 45 percent utilization. 

Each office across the network has a Cisco Integrated Services Router (ISR) which is capable of supporting the site bandwidth and user requirements.  The ISR router is the highest aggregated point of the LAN and is where the customer premise equipment (CPE) peers to the SP premise equipment (PE).  With the exception of the Alaska offices, each site CPE router peers directly with an associated PE router for WAN interconnectivity. The CPE and PE are connected using a data link to one or more ports on the PE router.  

Each office has gone through a bandwidth sizing exercise and is provisioned with a data circuit that meets the site’s bandwidth, availability and redundancy requirements.  Site bandwidth ranges from a T-1 circuit to 6xDS3.  For larger bandwidth sites with multiple T-1s, virtual interfaces are configured and used to logically bind together physically separate links to provide efficient load balancing.  A standard Spoke site has a T-1 to premise configuration.  Table 1: Site Bandwidth Allocation shows the site bandwidth allocations for offices enterprise-wide.

	Bandwidth
	Qty

	1536
	843

	3072
	89

	4608
	14

	6144
	2

	10 x 1536
	1

	2xDS3 (2x45m)
	8

	3xDS3 (2x45m)
	1

	4xDS3 (4x45m)
	1

	6xDS1 (9216m)
	1

	6xDS3 (6x45m)
	1

	DS3  (2x12m)
	5

	DS3  (2x4608m)
	1

	DS3  (2x9m)
	1

	DS3 (2x6m)
	2


Table 1: Site Bandwidth Allocation
The CPE and PE are capable of supporting VoIP packet manipulation requirements.  Customer and premise network routers can be configured to support Quality of Service (QoS), Expedited Forwarding Behavior, and Congestion Management using Low Latency Queuing (LLQ).  The offices in the New England region are currently using priority queuing in its isolated VoIP environment for call control and voice traffic. 

3.1. Quality of Service Model (QoS)

The WAN is currently supporting VoIP in certain regions.  The New England area is using a DiffServ QoS model to support bandwidth appropriation on the customer edge router.  The DiffServ model allows for traffic classification, traffic conditioning and marks packets with one of seven traffic priority classifications.  Real time VoIP traffic has the highest priority at 25%. The Government anticipates additional engineering and planning sessions with the WAN team to ensure voice quality is not affected by network performance.

3.2. WAN Connected Site Types
As defined in the following subsections, FAA sites are designated as one of three different site types: Primary, Secondary or Spoke.  All three site types use the same standard network configuration as depicted in Figure 3 below.
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Figure 3: Standard Site to Cloud Connection
Site type classification is determined by Reliability/Maintainability/Availability (RMA) information, class of service (CoS), number of routers and bandwidth.  Primary and Secondary sites are very similar and are both assigned RMA4.  RMA is an FAA WAN measurement scale designated in six categories (RMA1 through RMA6) to represent the different combination of RMA parameters.  These parameters reflect the particular requirements of different types and classifications of FAA Operational and Mission Support telecommunications applications and support services interfaces.  Table 2: RMA Descriptions, outlines the differences between RMA4 for Primary and Secondary sites, and RMA6 for Spoke sites.

	PARAMETER
	Primary & Secondary
	Spoke

	
	RMA4
	RMA6

	Maximum Restoration Time (minutes)
	180
	NBD

	Maximum Diversity/Redundancy Restoration Time (minutes)
	180
	N/A

	Maximum Preventive Maintenance Service Interruption Time (hours per year)
	8
	8

	Minimum Interval (hours) between Service-Interrupting Preventive Maintenance
	2190
	2190

	Maximum Number of Outages per latest 4-month period, including Prolonged Outages
	6
	3

	Maximum Number of Outages per latest 12-month period, including Prolonged Outages
	15
	6

	Maximum Number of Prolonged Outages per latest 4-month period
	3
	2

	Maximum Number of Prolonged Outages per latest 12-month period
	6
	3

	Mean Time Between Outages, including Prolonged Outages - hours (latest 12-month period) 
	583
	522

	Mean Time Between Prolonged Outages - hours (latest 12-month period)
	1457
	1040

	Minimum Availability (latest 12-month period)
	0.9979452
	0.9904215

	Maintenance Service Period (Days x Hours)
	7x24
	5x12


Table 2: RMA Descriptions
3.2.1. Primary Site

Primary sites are predominantly large sites where there is a large amount of data exchanged due to the site’s mission requirements.  These sites are classified as RMA4.  RMA4 provides for a maximum restoration time of 180 minutes, .997 minimum availability and a 7x24 maintenance service period.  Primary sites have high bandwidth allocations, typically using a minimum of four or more T1’s, up to multiple DS3s.  In addition, Primary sites may have two routers and use a Fast Ethernet interface type.  

3.2.2. Secondary Site

Secondary sites are not as large as Primary sites but are still classified as RMA4.  Secondary sites have lower bandwidth allocations than Primary sites, and typically have up to four T1’s.  Secondary sites use a smaller router.  The main differentiator between a Primary and Secondary site is the interface type.  Where a Primary site uses a Fast Ethernet interface, a Secondary site uses an Ethernet interface.

3.2.3. Spoke Site
A Spoke site is a much smaller site and is classified as RMA6.  RMA6 provides for a maximum restoration time of Next Business Day (NBD), .990 minimum availability and a 5x12 maintenance service period.  Spoke sites may have a maximum of one or two T1’s allocated for bandwidth.

4. FAA Local Network Infrastructures
Currently, the Government’s voice and data infrastructures are maintained as two physically and logically separated networks at all FAA locations.  Telecommunications and data equipment share closet space in some cases, but the two structures are not connected in non-VoIP locations at this time.  Voice is maintained by the regional voice support program staff.  Data is supported by the primary stakeholder organization as outlined previously in section 2.  
4.1. Voice Architecture
The FAA administrative voice telecommunications environment is based on a traditional Time Division Multiplexing (TDM) platform.  A PBX or key system and ancillary equipment provide all the call registrations and voice features. 
4.1.1. Voice Equipment
The voice equipment is listed in Attachment J.6 (Inventory).
4.1.2. Voice Cable Plant
The voice cable plant is the physical infrastructure that connects the telecommunications equipment to provide highly reliable and resilient voice calls at FAA locations. Typically, a standard telecommunications 66 block for older locations or a 110 connector block acts as the building demark point of presence.  
4.1.2.1. PBX Connections

Primary Rate Interfaces (PRIs) connect the local PBX to the Public System Telephone Network (PSTN).  The number of DS0s and/or business rate lines associated at each office varies according to the number of people and area usage patterns.  Where available, connectivity data is listed in Attachment J.6 (Inventory).
4.1.2.2. FAA Voice Cables
The horizontal wiring at the majority of the FAA locations is four pair (Unshielded Twisted Pair (UTP) 24 American Wire Gauge (AWG) solid copper rated Category 3 to 5e cable.  At several newer facilities, Category 6 cable is implemented to support the potential convergence of voice and data.  The backbone or riser cables are Category 3 to 5e.  Some older facilities that have not yet been upgraded may still use Category 3 cabling.
4.1.2.3. Telephone Cabling and Set Connectivity
The cord that connects the voice equipment to the floor closet ranges from Category 3 to Category 5E rated cable.  Each set uses an RJ11 voice jack that terminates the voice Category 3/5e cable that goes to the 66 or 110 type block in the Intermediate Distribution Frame (IDF) wiring closet.      
4.1.2.4. Voice Intermediate Distribution Frame (IDF)
66 or 110 type connector blocks in the IDF wiring closet have the capacity to accommodate moves, adds and changes (MACs).  

4.1.2.5. Voice Main Distribution Frame (MDF)
The Voice MDF layout is similar to the IDF wiring closet.  It connects the telecommunications equipment in the equipment room and the riser cables from the IDF wiring closets.  The cables to the telecommunications equipment can range from Cat 3 to Category 5e.  
4.2. LAN Architecture 
The LAN architecture at each location is primarily managed and operated by the respective organization at the site.  ATO, ARC and AVS each have independent IT LAN infrastructure management programs. Each program is responsible for its own network monitoring, configuration and maintenance of the network equipment.   
Throughout the FAA environment, Cisco networking equipment is deployed to support the FAA LAN network infrastructure where Cisco’s standard three layer network hierarchical model is in use.  The FAA LAN network is divided into three main functional areas:
· Access Layer:  The access layer is the first point of entry into the LAN network.  It connects the desktop port to the data wiring closet. 
· Distribution Layer:  The distribution layer connects all wiring closet access layer switches to a single or pair of distribution switches.  The distribution layer is the first layer 2 to layer 3 traversal in the LAN.
· Core Router:  The core layer switch or router is the layer three device that can provide connectivity for numerous distribution switches in a campus environment.  At sites where multiple organizations are located, the core router provides the integration point for the various LAN structures.  In some cases, this device is the FAA WAN router which also provides connectivity to the WAN. 

Due to the various site requirements, some of the functions described in the previous sections are combined into a single piece of network equipment. At field offices, where the user population is smaller, the access layer switch is directly connected to the FAA WAN managed equipment.  In larger offices, the functions of the core and distribution layer switches are collapsed due to rack space or budget constraints.  For any future installations, the ATO standardization for network devices is as follows:

· In single switch environments, the switch must be managed, with appropriate port density to connect all workstations, laptops, servers, printers, and appliances in the facility.

· In large network environments where multiple switch locations are present, a single central switch, or a redundant pair of switches will form the backbone for all other switches.  Interconnection between the switches will be multi-mode fiber.  Unless the distance is greater than 550 meters, then single-mode will be utilized.

· All switches utilized for interconnection of fiber optic cable must contain fiber optic GBIC modules.  LC connectors are the current industry standard for GBIC interconnection.  

· Use of external transceivers (media converters) is discouraged.

· Minimum 100MB to desktop for PCs, 1GB is recommended for servers.
Network redundancy varies enterprise-wide across the infrastructure.  Sites with higher network dependency, such as campus locations and data centers have redundant optical fiber links connecting the distribution and core switches.  These redundant links provide for route diversity in case of network equipment or link failure.  In lower volume areas, a single run fiber connects the distribution switches. Core and distribution networking equipment vary from fully redundant equipment (back up power supplies, dual supervisory 7020C, and fan trays), to single treaded boxes.
VoIP capable equipment is available at some locations within the enterprise.  The ARC and ATO have started to include VoIP requirements into purchases of next generation equipment.  The ARC is slowly replacing Catalyst 3500 switches with Catalyst 3750 switches, a portion of which are Power over Ethernet (POE) capable.  Site wiring is also being upgraded as funding is available or with new site buildouts or renovations.  For the newly established Atlanta Tradeport office, Category 6 cable is used as part of the LAN cable plant.
At Headquarters (HQ) and various other locations, multiple organizations reside within one campus or single building.  At these locations, the ARC, ATO, and AVS offices manage and run their respective distribution blocks.  The distribution block is the connection between the workstation to the access layer switches to the aggregated distribution equipment.   For legacy region offices, the ARC is responsible for the distribution to core equipment interconnectivity.  The FAA WAN router supports the core router and the connections to the WAN.  Figure 4 depicts a standard multi-office location site.
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Figure 4: Multi-Office Location
4.2.1. LAN Equipment
Cisco equipment is predominantly used throughout the FAA network environment.  Cisco LAN equipment is implemented due to its high availability and reliability ratings.  This equipment is supported and maintained through maintenance contracts, 24x7 or next business day (NBD) support, equipment spares, and qualified network technicians.  Table 3: FAA Equipment provides a high-level representation of the network equipment implemented at FAA sites.
	FAA Supported Equipment

	Type of Site
	Model
	Type of Switch

	Small to Medium Field Sites
	WS-C2950-48TT-L
	Access

	Small to Medium Field Sites
	WS-C2950T-48-SI
	Access

	Small to Medium Field Sites
	WS-2960-24TT-L
	Access

	Small to Medium Field Sites
	WS-C2960-48TT-L
	Access

	Small to Medium Field Sites
	WS-2960G-24TC-L
	Access

	Small to Medium Field Sites
	WS-C2960G-48TC-L
	Access

	Small to Medium Field Sites
	WS_C2924-XL-V
	Access

	Small to Medium Field Sites
	WS-2950C-24
	Access

	Small to Medium Field Sites
	WS-3560-24TS-S
	Access

	Small to Medium Field Sites
	WS-3560-48TS-S
	Access

	Small to Medium Field Sites
	WS-3560G-24TS-S
	Access

	Small to Medium Field Sites
	WS-3560G-48TS-S
	Access

	Medium to Large Field Sites
	WS-C3750-48-TS-S
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3750-48-TS-S
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3750G-48-TS-S
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-3750G-24-TS-S
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3500XL-48
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C4507
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C2970G-24T-E
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C4006
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3550-12
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3550-24
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C3550-48
	Access and Distribution

	Large Field Sites/Regional Offices
	WS-C4503-E
	Access, Core, and Distribution

	Large Field Sites/Regional Offices
	WS-C4506-E
	Access, Core, and Distribution

	Large Field Sites/Regional Offices
	WS-C4507R-E
	Access, Core, and Distribution

	Large Field Sites/Regional Offices
	WS-C4510R-E
	Access, Core, and Distribution

	Data Centers
	WS-C3750G-48-TS
	Access, Core, and Distribution

	Data Centers
	WS-C4507
	Access, Core, and Distribution

	Large Field Sites/Regional Offices
	WS-6500
	Core and Distribution 

	Field Sites
	Cisco 2651 Router
	Core 

	Secondary Sites
	Cisco 3725 Router
	Core

	Primary Sites 
	Cisco 7206 Router 
	Core


Table 3: FAA Equipment

4.2.2. LAN Cable Plant
The FAA real estate portfolio consists of buildings that range greatly in age of construction.  The older units, such as ARC supported hangars, utilize Category 3 cables for network connectivity. The FAA proactively upgrades wiring as funding permits or as a requirement for a new location buildout.  Category 5 and 5e are more commonly seen throughout the majority of sites.  Organizations have site standards drafted to support new construction and provide guidelines for the older sites being renovated.  For any future installations, the ATO standard for wiring is described further in the following subsections.
4.2.2.1. LAN Cabling
Any FAA site using the FAVES contract will, at minimum, install Category 5e rated at 350 MHz. i.e. Belden Data Twist 350, BlackBox Gigabase 350 Category 5e or equivalent. There is a limit for Category 5e cable to 100 meters (328 feet). Cable type (plenum or non-plenum) must conform to local fire code restrictions, based on the installation.  Patch cables will be rated minimum Category 5e rated at 350 MHz.  Molded snag-less boot type is preferred.  Patch cables will also be color coded based upon function (VoIP, analog-voice, data, video, operations vs. administration, etc.).
4.2.2.2. Workstation

The patch cord that connects the LAN workstation equipment to the workstation interface (WSI) on the wall will be a Category 5e rated cable.  
4.2.2.3. Workstation Interface

Patch panels and workstation jacks will be wired to the Telecommunications Industry Association/Electronics Industries Alliance (TIA/EIA) 568-B standard.  All 4 pairs will be terminated TIA/EIA 568-B.  Patch Panels and workstation jacks will also be rated Cat5e or better.
4.2.2.4. Intermediate and Main Distribution Frame - LAN
All cable runs between 100meters and 550meters will utilize 50μm multimode fiber optic cable for interconnection.  If the distance is greater than 550 meters, single-mode fiber must be utilized for interconnection.  For distances 10km or less, it is recommend to use Long Haul GBICs (such as the Cisco GLC-LH-SM LC type SFP) and SMF jumper cables for 1 gigabit connectivity.  For distances over 10km, or 10 gigabit connectivity, please refer to Cisco documentation to determine the appropriate SFP type based on distance and speed desired. Cable type (plenum or non-plenum) must conform to local fire code restrictions, based on the installation.  
Any fiber cables that leave a building will be protected either by inner-duct or armor cable.
4.3. LAN Elements

To fully support the LAN, the following attributes can be found throughout the estimated 1000 locations.

4.3.1. Virtual Local Area Networks (VLANs)

Virtual LANs are a group of hosts that communicate as if they were in one broadcast domain.  Regardless of physical location, VLAN allows for end users with similar requirements to be grouped together.  The FAA uses VLAN to minimize network chatter by reducing the number of users with a certain VLAN.  The ATO has developed a guide for instances where VLAN functionality is commonly used.  These instances include:
· Presence of an IP Telephony system

· User and device population in excess of 255 addresses

· Presence of routers (Layer 3 switches) other than the FAA WAN router on the network
· Differing security policy requirements at a location
4.3.2. Network Management Protocol

The FAA uses Simple Network Management Protocol (SNMP) version 2.  The primary purpose of SNMP is for collecting information from and configuring network devices.  

4.3.3. Multicasting Routing

The FAA supports multicast routing and is configured on network equipment where applicable.

4.4. LAN Security
At the time of this solicitation, the LAN meets all requirements pertaining to FAA security policies.  FAA’s standard practice is to apply industry security best practices where applicable.  The Government anticipates security policies to evolve with the change of potential data and VoIP security threats.
5. FAA VoIP Environment

FAA organizations are using VoIP technology at select sites within their infrastructure.  The ARC and ATO organizations use Cisco’s Call Manager and Unified Communications to support their day to day voice and disaster recovery solutions.  The New England region is leveraging IP technology to integrate IP PBXs over the WAN to allow for 4 digit dialing.
5.1. New England

The New England VoIP solution encompasses 11 locations and deploys an Avaya G3 Platform IP PBX.  The PBX type ranges from version 4.0 to 9.0.  All versions allow for the IP PBX to connect over the WAN.  A data link is used to connect from the PBX port to the FAA WAN router.

5.2. Alaska

Alaska has deployed a distributed Alcatel-Lucent Omni Enterprise solution at five offices within the state. Alaska also supports a Cisco Unified Communications deployment for its satellite Earth station offices. The network is completely separate from the existing data network. The system supports over 1000 users.

5.3. Headquarters (HQ) 10B facility

The VoIP solution at the 10B location is Cisco’s Unified Communications and serves 1000 users.  The solution leverages the local network infrastructure to provide voice service to the desktop.
5.4. Mike Monroney Aeronautical Center (MMAC)
The VoIP solution at the MMAC is used as a disaster recovery failover site.  The call processor clusters are Cisco Call Managers.  The overall solution supports approximately 160 users.
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